Trustworthy Al Systems

-- Pretrained Foundation Model

Instructor: Guangjing Wang

guangjingwang@usf.edu



mailto:guangjingwang@usf.edu

Last Lecture

Voice Conversion

* Non-disentangle-based methods

e Statistics-based methods
e Generative-based methods

* Disentangle-based methods
 I[nstance normalization
 Quantization
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This Lecture

e Recurrent Neural Network
e Attention
* Transformer

 Pretrained Foundation Model
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Recurrent Neural Network

one to one one to many many to one many to many many to many

Vanilla Neural

Image Captioning Action Prediction Video Captioning Video classification
Networks

on frame level
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Recurrent Neural Network
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RNN Hidden State Update

We can process a sequence of vectors x by applying a
recurrence formula at every time step: y

ht — fW(ht—la wt)
new state / old state input vector at
some time step
some function "

with parameters W
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RNN Output Generation

We can process a sequence of vectors x by applying a
recurrence formula at every time step: y

yt = fWhy ( ht )
Output / new state
another function «

with parameters W),
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RNN: Computational Graph

Notice: the same function and the same set of parameters (same weight matrix) are used at every time step.
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RNN Variants

RNN LSTM GRU

& N he1 (" o D
i £ G - N % . . ®
( > " G
] ltr-%zi | Otr* [ ) I hy
} o o tanh o l h 5}_' 5)—] tanh
t-1 TR ST (IR R f

http://dprogrammer.org/rnn-lstm-gru
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Sequence to Sequence with RNNs

Input: Sequence X, ... Xt Decoder: s; = gy(Yi.1, S.1, ©)
Output: Sequence y,, ..., yr

vediamo il cielo [STOP]

From final hidden state predict:

agn ¥4 Y2 ¥a Y4

Encoder: h, = f,(x, h,,) Initial decoder state s,
Context vector c (often c=h;) ‘ ‘ ‘[ ‘I
h, pe—h, p— ), @—h Sq h-51—l-52—h-53—>Ls4
I R 1
X, X, X3 Xq - ° Yo Yi Y2 Ya
we see the sky [START] vediamo l cielo

During training, we use the “correct”
token even if the model is wrong.
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RNN Tradeoffs

* RNN Advantages:
* Can process any length of the input

 Computation for step t can (in theory) use information from many steps
back

* Model size does notincrease for longer input

* The same weights are applied on every timestep, so there is symmetry in
how inputs are processed.

* RNN Disadvantages:
* Recurrent computation is slow
* In practice, difficult to access information from many steps back

2/11/2025 CIS6930 Trustworthy Al Systems
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Image Captioning using Spatial Features

Input: Image | Decoder: h; = gy(Y.1, he4, €)
Output: Sequencey =vy;, Yo,..., Y7 :::r:utt:;:ttixt_ v_:;:r;[c))r cis oftenc =h,
t ™ t

Encoder: h, = f,(2) person wearing hat [END]
where z is spatial CNN features
fw(-) is an MLP Y4 Y2 Y3 Ya
Zo0| Z0.1| 202 m
> ho > hy > hy » h; » h,
CNN Z10| #1.1 | #1.2 MLP 44 Fy Yy T
L0 L1 | L22 ! T

Extract spatial Features:
features from a HxWxD ¢ Yo Y1 Y2 Y3

pretrained CNN
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This Lecture

* Attention: the relative importance of each componentin a
sequence

2/11/2025 CIS6930 Trustworthy Al Systems
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Image Captioning with RNNs and Attention

Compute alignments
scores (scalars):

€rij ° fatr(hr—l?zf,j)

f.u(.) is an MLP

Extract spatial
features from a
pretrained CNN

2/11/2025

Alignment scores:

HxW

Attention:

€100

€101

€02

Normalize to get
attention weights:

€110

€411

e-ug—p

a,.. = softmax(e,. )

€20

€21

€120

|

Zy,0

29,1

Zy2

0 < ;< 1,
attention values sum to 1

CNN

Z10

Z11

Z12

Zp

Zy 4

Zy9

Features:
HxWxD

C1S6930 Trustworthy Al Systems

Compute context vector:

¢ = Zﬂ:,f,jzm.j
ij
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Image Captioning with RNNs and Attention

Alignment scores:  Attention: Decoder: y, = gy(Yi.1, hiy, ©)
HxW Hx W New context vector at every time step
€1.00/€1.01 | €102 Q100 @101 Q102
e ij = San (Bppzip)  [C119 S114]S112—> Biigl Eida|di2 person
at‘:,: = SGfIﬂ‘!ﬂx ( E‘I’:’:) e1,2,[‘.‘ e1,2,'1 E'I,E,E atglo a1.2_1 a.':glz
'y Y1
¢ = Z Ar i j L
: il
Z0,0| 20,1 | %022
» hg h,
CNN Z1o| Z11 | Z12
20| 221 | 222 T I
Extract spatial Features:
H W D "31 Y[} C.’Z
features from a X VV X
retrained CNN 1
P A0
2/11/2025
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Image Captioning with RNNs and Attention

Each timestep of decoder uses a
different context vector that looks at
different parts of the input image

Decoder: y; = gy(Y.1; h1, C))
New context vector at every time step

€ij ° fat:(hr—l*zf,j) person wearing hat [END]
a,.. = softmax(e,..) ]
y y Yy
¢, = X G iiZi; ! 2 3 Ya
i I 3 I &
L0 201 | 202
*» h, h, » h, » h, > h,
CNN Zio| Z11| Z12
/ y v L
Extract spatial Features:
= o
features from a HxWxD 1| Yo | | G2 || ¥ Cy || ¥2 A

pretrained CNN

Xu et al, “Show, Attend and Tell: Neural Image Caption Generation with Visual Attention”, ICML 2015

2/11/2025
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[START] person wearing hat

16



Attention in Image Captioning

2/11/2025

Features

c
4
mul + add
T
> g0 | @ | Ay
P85 | 811 | A2
Qyp | Aa4 | 9232
t t 1
softmax
I
Zyo| Zo,1 | Zop2—*| %00 | €01 | €02
21.0 21.1 21,2_h e1.l] e1."I e1.2
22.0 22.1 Zzlz_h' e.'!.l] e2,1 eﬂ.z
F
h

Outputs:
context vector: ¢ (shape: D)

c

o

E Operations:

= Alignment: e;; = f,4(h, z;))
Attention: a = softmax(e)
Output: ¢ = 3 8;Z;;

=

4}

£

c

=y

<

Inputs:

Features: z (shape: H x W x D)
Query: h (shape: D)

C1S6930 Trustworthy Al Systems

“guery” refers to a vector used to
calculate a corresponding context vector.
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General Attention Layer (1)

Each query creates a new, corresponding output context vector

Y1‘

Yo Y2
£ 1 1
mul{—) + add (1)
F 1 1
* a, 8y dpa
g a1 di2
# ay 21 A2
t t t
softmax (1)
n
2 Ff 1
8 -1 Xu —| ey €p1 €2
-
"5 — x.' —>| e, €41 T
o
E xz —| & €34 €32
t 1t
Qo | 94 || Q2
2/11/2025

Attention

Alignment

QOutputs:

context vectors: y (shape: D)

Operations:

Alignment: e;; = g X, / \D
Attention: a = softmax(e)
Output: y; = 3 a;;

Inputs:

Change f_,(.) to a scaled simple dot product

- Larger dimensions means more terms in the
dot product sum.

- So, the variance of the logits is higher. Large
magnitude vectors will produce much higher
logits.

- So, the post-softmax distribution has lower-
entropy, assuming logits are |ID.

- Ultimately, these large magnitude vectors
will cause softmax to peak and assign very
little weight to all others

- Divide by VD to reduce effect of large
magnitude vectors

- Similar to Xavier and Kaiming Initialization!

Input vectors: x (shape: N x D) Attention operation is permutation invariant, so reshape.

Queries: q (shape: M x D)

Multiple query vectors

CIS6930 Trustworthy Al Systems 18



General Attention Layer (2)

Y1‘

Yo Y2
£t
mul{—) + add (1)
F Tt ¢
> Vy —>| a 8, a3
> V1 —>| a, a4 852
g Vo —| a5 24 332
t ot ¢
softmax (1)

w
2 L
U — 0,0 0.1 0,
g xn _— k(] ——- e )2
-5' — X; > |(_,I —»| e, e, o

o
E Xy —F k2 —| €2 €24 €32
t t 1
Qo | 94 | Q2

2/11/2025

Attention

Alignment

Qutputs:
context vectors: y (shape:| ' )

Operations: ..
Key vectors: k = xW, We can add more expressivity to the
Value vectors: v = x

layer by adding a different FC layer
before each of the two steps.

Alignment: e;; = q; - k,/ \D
Attention: a = softmax(e)
Output: y; = 3 a;

Inputs:
Input vectors: x (shape: N x D)
Queries: q (shape: M x|D,)

C1S6930 Trustworthy Al Systems
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Self-attention Layer

Y1‘

Yo Y2
£t
mul{—) + add (1)
F 1 1
> Vo A dg1 ag3
> Vi > oa, a4 a3
> Vs a5, d24 833
tt ¢
softmax (1)
w
g Ff
3 — xn k{] — Enp €1 €p2
>
-IS 1 x1 k1 - e, L= S F
(o
E Xo kg —®| Eap Ba4 €53
t t 1
Go || 94 || Q2
L
2/11/2025

Attention

Alignment

Permutation equivariant: Self-attention layer
doesn’t care about the orders of the inputs!

Outputs:
context vectors: y (shape: " )

Operations:
K tors: k = xW
Value vedtors: 1+ = x. We can calculate the query vectors

Query vectors: q = xW,
Alignment: e;; = g, - k; / \D
Attention: a = softmax(e)
Output: y; = 2 &

from the input vectors, therefore,
defining a "self-attention" layer.

Inputs:
Input vectors: x (shape: N x D)

No input query vectors anymore

CIS6930 Trustworthy Al Systems 20



CNN with Self-Attention

Input Image

CNN

2/11/2025

Queries:
C'xHxW

v

Features:
CxHxW

1x1 Conv

Keys:
C'xHxW

1x1 Conv

Values:
C'xHxW

Attention Weights

Transpose

softmax

(Hx W) x (Hx W)

Residual Connection

CxHxW

o
-

C'xHxW

1x1 Conv

w

Self-Attention Module

A%

1x1 Conv

C1S6930 Trustworthy Al Systems

21



Masked self-attention layer

Y1‘Y2

Yo
£t 1
mul{—) + add (1)
F 1 1
> Vo | agg i a2
> Vi > 0 =] CE
> Vs > 0 0 a5
f ¢
softmax (1)
w
2 L
3 X{) kﬂ —| B S04 €2
=
E X.I L k1 —» = €11 242
()
E x: kz — - - EZJ
3
t 1 1t
Qo || 91 || 92
L
2/11/2025

Attention

Alignment

OQutputs:
context vectors: y (shape: " )

Operations:
Key vectors: k = xW,
Value vectors: v = x

Query vectors: q = xW_
Alignment: e;;= g, - k,/ VD
Attention: a = softmax(e)
Output:y; = 3, a;;

Inputs:
Input vectors: x (shape: N x D)

C1S6930 Trustworthy Al Systems

Allows us to parallelize
attention across time
Don’t need to calculate the
context vectors from the
previous timestep first!

Prevent vectors from
looking at future vectors.
Manually set alignment
scores to —infinity (-nan)

22



Multi-head self-attention layer

- Multiple self-attention “heads” in parallel

Yo | V1 | 2 Why multi-head?

&

A: We may want to have
multiple sets of

‘ Concatenate + FC layer to reduce dim ‘ queries/keys/values

calculated in the layer.
This is a similar idea to

head, head, head having multiple conv
vo |l v, ‘ Vo vo | vi | v, vo Il v | v filters learned in a layer
t_t 1 t t 1 t _t 1
Self-attention Self-attention e Self-attention
. . .
Xo || X4 | Xz Xo | X4 || X3 Xo | X1 || Xz
{ [ ]

Xo | X9 || X3
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General attention versus self-attention

Transformer models rely on many, stacked self-attention layers

:Yﬂl:“HYE: lya_ml_yz‘
¥ ¥
attention self-attention

T

Vn"’ﬁ‘”z ‘%‘%‘QE

Xo || X4 || X5

2/11/2025
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This Lecture

e Transformer

2/11/2025

C1S6930 Trustworthy Al Systems
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The Transformer encoder block

ol |l v2 )l %]
t

Layer norm

3
*
MLP
rFy

Layer norm

%

T

Multi-head self-attention

F 3

‘ Coo | ©Co1 | Coz Cao

F 3

| -

[1h]

ks

O .

o : X N

(1]

)

£ t

O

c

@ 1)

_

|_
3

Positional encoding
I
Zoo | Zo Zyo Z35
2/11/2025

Xo || X1 | X2 | X

C1S6930 Trustworthy Al Systems

Transformer Encoder Block:

Inputs: Set of vectors x
Outputs: Set of vectors y

Self-attention is the only
interaction between vectors.

Layer norm and MLP operate
iIndependently per vector.

Highly scalable, highly
parallelizable, but high memory usage.



The Transformer decoder block

2/11/2025

person wearing

hat

Yo

Y1 || Y2

Ya

L3

[END] I

FC

Yo Y1

Y2

VE!

an JawJojsuel |

Yo Y4

Y2

Y3

La
| MLP ]

()
MLP
er norm

()

r norm

[START] person

wearing

hat

C1S6930 Trustworthy Al Systems

Transformer Decoder Block:

Inputs: Set of vectors x and
Set of context vectors c.
Outputs: Set of vectors y.

Masked Self-attention only
interacts with past inputs.

Multi-head attention block is
NOT self-attention. It attends
over encoder outputs.

Highly scalable, highly
parallelizable, but high memory
usage.

Vaswani et al, “Attention is all you need", NeurlPS 2017
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Image Captioning using Transformers

Decoder: y, = Tp(Yo1.15 €)

Input: Image |
where T(.) is the transformer decoder

Output: Sequencey =vy,, Y,,..., Yt

Encoder: ¢ = Tw(z) person wearing hat [END]
where z is spatial CNN features |
Y3 Ya

Tw(-) is the transformer encoder Y1 Y2
Z90| Zo,1 | Zo2 c c c e
| . = - > Transformer decoder
CNN Z1o| Z11| 412 5
Zyo| 224 | Zo2 Transformer encoder
Extract spatial Features: 1 v y y y
features from a HxWxD ™| Zop || Z01 || Zo2 | ... | %22 ’ | | 1 ‘ ’

pretrained CNN _
[START] person wearing hat

2/11/2025 CIS6930 Trustworthy Al Systems 28



ViTs —Vision Transformers

* Transformers from pixels to language

Vision Transformer (ViT) Transformer Encoder

A
L%
MLP
Ball [ Head
MLP
4
Transformer Encoder Norm

Extra learnable | I '

[class] embedding Lmear Pl‘O_]CCtlon of Flattened Patches

1
|
|
|
wee I
|
|
|
I
» | :
- OOIOO 00T i

. |
|

| L
|
|
t

.- e Norm

mnu—»..lwﬁlﬁﬁﬂ

A Egmbegded
atches
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DeepSeek
DeepSeek A -

2/11/2025

https://www.youtube.com/watch?v=KTonvXhsxpc

C1S6930 Trustworthy Al Systems
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This Lecture

 Pretrained Foundation Model

2/11/2025 CIS6930 Trustworthy Al Systems
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Foundation Models in Different Modalities

Data

Text I ' l

J/ Images

Speech "‘;

Structured
Data

<>

3D Signals gurem

Training Foundation

Model

https://arxiv.org/pdf/2108.07258

2/11/2025

Adaptation

L
)
iy
l#i -
L1/
_’i

i
i

&

F

Tasks

Question 9

Answering -—9

Sentiment
' Analysis

W y)
Information
Extraction

Image
Captioning

_— J

Object

. Recognition

Instruction
Following ..

C1S6930 Trustworthy Al Systems

Foundation modelis trained on
large amounts of unlabeled/self-
supervised data.

A foundation model can centralize
the information from all the data
from various modalities.

This one model can then be

adapted to a wide range of
downstream tasks.
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Examples for Pre-training

* Download and preprocess the Internet
* https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1
* https://huggingface.co/datasets/HuggingFaceFW/fineweb

* Tokenization (GPT-4: 100,277 possible tokens)
* https://tiktokenizervercel.app/ 77 probsbiites fornetioler

7 probability of 19438 (" Direction"): 2%

sequence of e.g. 4 tokens

* Neural Network Training [( )[ J ( ] ) neuralnetwork |17 Probability of 11799 " Case': 1%
* https://bbycroft.net/llm ;

probabilities TS probability of 3962 " Post": 4%

neural network ] sample
i I I lfe re n Ce M correct answer: | 3962
nnnnn L network sample

' nnnnn L network M sample
91 860
[ > j U Source: https://www.youtube.com/watch?v=7xTGNNLPyMiI

2/11/2025 CIS6930 Trustworthy Al Systems 33
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https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1
https://huggingface.co/datasets/HuggingFaceFW/fineweb
https://tiktokenizer.vercel.app/
https://bbycroft.net/llm

Examples for Post-training

* Base model: internet document simulator, stochastic, probabilistic

= Human conversation training
* https://huggingface.co/datasets/OpenAssistant/oasst1

* https://github.com/thunlp/UltraChat/tree/main

System  ~  Youarea helpful assistant o x

User What is trustworthy AI? @  x
Irustworthy Al includes six aspects: security,

Assistant X

privacy, robustness, explainability, fairness,
accountability

Add message

<|im_start |>system<|in_sep|>You are a helpful
assistant<|im_end|><|im_start|suser<|im_sep|sWhat is
trustworthy AT?7<|im_end |>
<|im_start|>assistant<|im_sep|>Trustworthy AT includes six
aspects: security, privacy, robustness, explainability,
fairness, accountability <|im_end|>
<|im_start|>assistant<|im_sep|>

Token count

95

<|im_start|>system<|im_sep|>You are a helpful assistan
t<|im_end|><|im_start|>user<|im_sep|>What is trustwort
hy AI?<|im_end|><|im_start|>assistant<|im_sep|>Trustwo
rthy Al includes six aspects: security, privacy, robus
tness, explainability, fairness, accountability <|im e
nd|><|im_start|>assistant<|im_sep|>

27, 91, 318, 5011, 91, 29, 9125, 27, 91, 318, 55875, 9
1, 29, 2675, 527, 264, 11199, 18328, 27, 91, 318, 634
5, 91, 1822, 91, 318, 5011, 91, 29, 882, 27, 91, 318,
55875, 91, 29, 3923, 374, 57042, 15592, 76514, 91, 31
8, 6345, 91, 1822, 91, 318, 5011, 91, 29, 78191, 27, 9
1, 318, 55875, 91, 29, 46648, 43629, 15592, 5764, 484
8, 13878, 25, 4868, 11, 12625, 11, 22514, 2136, 11, 10
552, 2968, 11, 51841, 11, 39242, 83739, 318, 6345, 91,
1822, 91, 318, 511, 91, 29, 78191, 27, 91, 318, 5587
5, 91, 29

Training language models to follow instructions
with human feedback

Long Ouyang™ Jeff Wu*  Xu Jiang™  Diogo Almeida®  Carroll L. Wainwright"
Pamela Mishkin*  Chong Zhang  Sandhini Agarwal Katarina Slama  Alex Ray
John Schulman  Jacob Hilton  Fraser Kelton  Luke Miller = Maddie Simens
Amanda Askell Peter Welinder Paul Christiano*!

Jan Leike” Ryan Lowe"

OpenAl

https://arxiv.org/pdf/2203.02155

https://huggingface.co/spaces/huggingface/inference-playground

2/11/2025
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https://huggingface.co/datasets/OpenAssistant/oasst1
https://github.com/thunlp/UltraChat/tree/main

Other Foun

B, LU RN Y

dation Model Designs in N

Wz ACL CamemBERT [87] Transformer Encoder Contextual MLM{WWh) hips:fcamembert-model. fr
Az ACL XLM-R [ER] Transformer Encoder Contextual MLM hitps:#github.comy. LM
W ICLR Reformer [89] Reformer Permiutation - hips i github.comy. . freformer
20 ICLR ELECTRA [46] Transformer Encoder Contextual MLM hitps-#github.comy._felectra
W20 AAAL -BERT []] Transformer Encoder Contextual MLM -

20 AAAL XMNLG [91] Transformer Contextual MLM+DAE hitps-#github.comy._fxnlg

W20 AAAL K-BERT [%2] Transformer Encoder Contextual MLM https:igithub.com. . K-BERT
W20 AAAIL ERNIE 2.00 [62] Transformer Encoder Contextual MILM hips ¥ github.com/. . ERNIE
W20 MNeurlPS GPT-3 [20] Transformer Decoder Autoregressive LM hips:igithub.com. .. fgpt-3
W20 MNewrlPS MPNet [57] Transformer Encoder Permutation MLM+PLM hips:ifgithub.com'_.MPNet
20 MNewrlPS ConvBERT [93] Mixed Attention Contextual - hips:zithub.comy'. . /{ConvBent
W20 MNewrlPS MiniLM [94] Transformer Encoder Contextual MLM hips:fgithub.com. . /minilm
Wz TACL mBART [95] Transformer Contextual DAE hips:izithub.com._ fmbarnt
W COLING ColLAKE [96] Transformer Encoder Contextual MLM+EKE hips:igithub.comd. . (ColLAKE
20 LREC FlauBERT [97] Transformer Encoder Contextual MLM hitps-#github.comy'._Flaubert
A2 EMNLP GLM [98] Transformer Encoder Contextual MLM+KG hips:igithub.com._(GLM
20200 EMNLP (Findings) TinyBERT [99] Transformer Contextual MLM hitps-#github.com._TinyBERT
2020 EMNLP (Findings) RobBERT [100] Transformer Encoder Contextual MLM hitps:igithub.com. ./RobBERT
20200 EMNLP (Findings) ZEN [64] Transformer Encoder Contextual MLM hitps-#github.com. ZEN

W20 EMHNLP (Findings) BERT-MK [101] K G-Transformer Encoder  Contextual MLM -

20  RepLANLFP FACL CompressingBERT [35] Transformer Encoder Contextual MLM({Pruning) hips i github.com. . bert-prune
Ao IMLR T5 [102] Transformer Contextual MLM(Seq25cq) https:igithub.comy. .. transformer
21 T-ASL BERT-wwm-Chinese [63] Transformer Encoder Contextual MILM hips:igithub.com. . BERT-wwm
21 EACL PET [103] Transformer Encoder Contextual MLM hips i zithub.com._pet

W21 TACL KEFLER [104] Transformer Encoder Contextual MLM+EKE hips:igithub.com. [KEPLER
21 EMNLP S5imCSE [105] Transformer Encoder Contextual MLM+EKE hitps-#github.com. _/SimCSE
W21 ICML GLabd [1046] Transformer Autoregressive LM -

W21 arXiv XLM-E [107] Transformer Contextual MLM

W21 arXiv T [108] Transformer Contextual MILM https:igithub.com. . T0

W21 arXiv Gopher [ 109] Transformer Auboregressive LM -

W22 arXiv MT-MNLG [110] Transformer Contextual MLM -

22 arXiv LaMDA [67] Transformer Decoder Auboregressive LM hitps-#github.comy._LaMDA
W22 arXiv Chinchilla [111] Transformer Autoregressive LM -

W22 arXiv Pal.M [43] Transformer Autoregressive LM hips:igithub.com._.Pal.M
W22 arXiv OPFT [112] Transformer Decoder Autoregressive LM hips:izithub.com'. . MetaSeq

https://arxiv.org/pdf/2302.09419
2/11/2025

C1S6930 Trustworthy Al Systems
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Other Foundation Model Designs in NLP

* Encoder-only: BERT
e Bidirectional attention, low rank attention matrix
* masked language modeling
* understanding

e Encoder-Decoder: T5, BART

* Large amount of parameters, hard to train

* Decoder-only: GPT

* Next token prediction

* Fullrank attention matrix (e.g., unique solution, invertibility, represent richer feature
space, capture diverse range of relationship within th data¥

* Understanding and generation
* High zero-shot/few-shot generalization

2/11/2025 CIS6930 Trustworthy Al Systems
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Llama 3: Openly Available LLM to Date

* Llama 3 uses a tokenizer with a vocabulary of 128K tokens that encodes
language much more efficiently, which leads to substantially improved
model performance.

* Llama 3 is pretrained on over 15T tokens that were all collected from
publicly available sources.

* The training runs on two custom-built 24K GPU clusters.

* |Instruction fine-tuning: post-training is a combination of supervised fine-
tuning (SFT), rejection sampling, proximal policy optimization (PPO), and
direct preference optimization%DPO).

https://github.com/meta-llama/llama3

2/11/2025 CIS6930 Trustworthy Al Systems

37


https://engineering.fb.com/2024/03/12/data-center-engineering/building-metas-genai-infrastructure/

The Safety Measures of LLM (LIama)

System-level safety

LLM Generative Al Model
Model

Input
pfempt Foundation model [ESRONSE
Input Pretrained / initial tuning Output

ser Input safeguard

safeguard Product Output

Fine-tuned model
Fine-tuned model for use case

System output-level

Model-level
mitigations

System input-level
mitigations

mitigations

Instruction-fine-tuned models have been red-teamed (tested) for safety through internal and external efforts.
The red teaming approach leverages human experts and automation methods to generate adversarial prompts that

try to elicit problematic responses.
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